Chapter 3
Oscillations

In this Chapter different types of oscillations will be discussed. A particle carrying out oscillatory motion, oscillates around a stable equilibrium position (note: if the equilibrium position was a position of unstable equilibrium, the particle would not return to its equilibrium position, and no oscillatory motion would result). We will not only focus on harmonic motion in one dimension but also consider motion in two- or three-dimensions. In addition, we will discuss damped motion and driven motion.

Simple-Harmonic Motion in One Dimension
Since we have the freedom to choose the origin of our coordinate system, we can choose it to coincide with the equilibrium position of our oscillator. The force that is responsible for the harmonic motion can be expanded around the equilibrium position:

\[ F(x) = F_0 + x \left( \frac{dF}{dx} \right)_0 + \frac{x^2}{2!} \left( \frac{d^2F}{dx^2} \right)_0 + \frac{x^3}{3!} \left( \frac{d^3F}{dx^3} \right)_0 + \ldots \]

where \( F_0 \) is the force at \( x = 0 \). Since \( x = 0 \) is the equilibrium point, the force at this point must be 0. If the displacement \( x \) is small, we can ignore all terms involving \( x^2 \) and higher powers. The force can thus be approximated by

\[ F(x) = x \left( \frac{dF}{dx} \right)_0 = -kx \]

Note: the constant \( k \) is positive since \( dF/dx \) must be negative if the equilibrium point is a point of stable equilibrium. A force that is proportional to \(-kx\) is said to obey Hooke’s law.

Since the force \( F \) is equal to \( ma \), we can rewrite the previous equation as

\[ \ddot{x} + \frac{k}{m} x = 0 \]

This equation is frequently rewritten as

\[ \ddot{x} + \omega_0^2 x = 0 \]

where \( \omega_0 \) is the angular frequency of the harmonic motion. The most general solution of this differential equation is \( A \sin(\omega_0 t - \phi) \). The amplitude and the phase angle must be determined to match the initial conditions (for example, the position and velocity at time \( t = 0 \) may have been
specified). The total energy of the harmonic oscillator is constant, but the kinetic and potential energy components of the total energy are time dependent.

The angular frequency of the harmonic motion is independent of the amplitude of the motion. Systems that have this property are called isochronous systems. **Note:** keep in mind though that only for small oscillations the force might be proportional to the displacement. This means that only for small displacements, the motion will be simple harmonic; for larger displacements the angular frequency may become dependent on amplitude.

**Simple-Harmonic Motion in Two Dimensions**

When we discuss simple-harmonic motion in two dimensions we can always decompose the motion into two components, each directed along one of the two coordinate axes. We need to consider two special cases:

- **The motion is a result of a single force, which obeys Hooke’s law.** The force \( \vec{F} \) can be written as:

\[
\vec{F} = -k\vec{r}
\]

Of course, one can argue that with the proper choice of coordinate system, this can be considered one-dimensional motion. However, the reason that the solution discussed in the previous section is not the general solution in the two-dimensional case is due to the fact that the initial conditions, such as the velocity at time \( t = 0 \), does not have to be directed in the same direction as the position vector \( r \). If we decompose the position vector \( r \) into its components along the \( x \) and \( y \) axes, we get the following differential equations that must be satisfied by the oscillator:

\[
\ddot{x} + \omega_0^2 x = 0
\]
\[
\ddot{y} + \omega_0^2 y = 0
\]

The resulting motion will be thus the combined motion of two simple-harmonics oscillators, one along each axes, with the same angular frequency but different amplitudes and phase angles:

\[
x(t) = A \cos(\omega_0 t - \alpha)
\]
\[
y(t) = B \cos(\omega_0 t - \beta)
\]

Although these equations of motion are simple, the easiest way to examine this type of motion is by actually looking at plots of for example, the trajectory carried out by the particle. You can use
the Excel document *SHM2DOneF.xls* to study the motion of this two-dimensional oscillator. Examples of trajectories for \( A = B = 1 \text{ m}, \alpha = 180^\circ, \beta = 0^\circ \) and \( A = B = 1 \text{ m}, \alpha = 90^\circ, \beta = 45^\circ \) are shown in Figure 1.

![Figure 1](image)

**Figure 1.** Two-dimensional motion of a simple-harmonic oscillator with \( A = B = 1 \text{ m}, \alpha = 180^\circ, \beta = 0^\circ \) (left) and \( A = B = 1 \text{ m}, \alpha = 90^\circ, \beta = 45^\circ \) (right). The angular frequencies of the motion in the \( x \) and \( y \) directions are taken to be the same.

Since the angular frequency of the motion in the \( x \) direction is the same as the angular frequency of the motion in the \( y \) direction, the trajectory of the particle will be a closed trajectory (that is, after a given period \( T \), the particle will return to the same position and have the same velocity and acceleration; the motion is truly periodic).

- **The motion is a result of a several forces, which each obey Hooke’s law.**

Now consider what happens if we have several forces acting on the particle. Since each of these forces may have a different force constant, the angular frequency of the motion along the \( x \) axis may be different from the angular frequency of the motion along the \( y \) axis:

\[
\ddot{x} + \omega_A^2 x = 0
\]

\[
\ddot{y} + \omega_B^2 y = 0
\]

The corresponding \( x \) and \( y \) positions as function of time are

\[
x(t) = A \cos(\omega_A t - \alpha)
\]

\[
y(t) = B \sin(\omega_B t - \beta)
\]
The biggest difference between this case of multiple forces and the previously discussed case of a single force is that in the former case there is no guarantee that the trajectory is closed (except when $\omega_A/\omega_B$ is a rational fraction), while in the latter case every trajectory is closed, independent of the initial conditions.

The trajectory described by the particle is called a Lissajous curve. Examples of such curves for two slightly different sets of parameters are shown in Figure 2 for $A = B = 1$ m, $\alpha = 0^\circ$, $\beta = 135^\circ$, $\omega_A = 1$ rad/s, $\omega_B = 2$ rad/s (left) and $A = B = 1$ m, $\alpha = 0^\circ$, $\beta = 135^\circ$, $\omega_A = 1$ rad/s, $\omega_B = 2.1$ rad/s (right). You can use the Excel document *SHM2DTwoF.xls* to study the motion of this two-dimensional oscillator in more detail.

![Figure 2: Lissajous curve](image)

**Figure 2.** Lissajous curve for $A = B = 1$ m, $\alpha = 0^\circ$, $\beta = 135^\circ$, $\omega_A = 1$ rad/s, $\omega_B = 2$ rad/s (left) and $A = B = 1$ m, $\alpha = 0^\circ$, $\beta = 135^\circ$, $\omega_A = 1$ rad/s, $\omega_B = 2.1$ rad/s (right).

**Phase Diagrams**

Although the trajectory of the particle in real space is one way to visualize the information of the motion of the oscillators, in general it does not provide information about important parameters such as the total energy of the system. More detailed information is provided by phase diagrams; they show simultaneous information about the position and the velocity of the particle (which is the information that is required to uniquely specify the motion of the simple-harmonic oscillator). For example, a phase diagram for a one-dimensional oscillator is a two-dimensional figure showing velocity versus position. Figure 3 shows a phase diagram for a one-dimensional simple-harmonic oscillator; it shows three phase paths, corresponding to three different total energies. A few important observations about phase diagrams can be made:

- Two phase paths can not cross. If they would cross at a particular point, then the total energy at that point would not be defined (it would have two possible values).
• The phase paths will be executed in a clock-wise direction. For example, in the upper right corner of the phase diagram, the velocity is positive. This implies that $x$ must be increasing. The $x$ coordinate will continue to increase until the velocity becomes equal to zero.

![Phase Diagram](image)

**Figure 3. Phase diagram for a one-dimensional simple-harmonic oscillator**

**Solving Second-Order Differential Equations**

The second-order differential equations that we have discussed in the previous sections are simple equations that can be solved analytically with little effort. Once we start damping and/or driving forces, the equations become more complicated, and we need to discuss in more detail how we can solve these equations.

Second-order differential equations have the following form:

$$\ddot{y} + ay' + by = f(x)$$

where $a$ and $b$ are constants. When $f(x) = 0$, the equation is called a **homogeneous equation**; otherwise it is called an **inhomogeneous equation**. Any solution of this equation can be rewritten as a linear superposition of any two linearly independent solutions of this equation. Any solution will have two parameters that need to be adjusted to match the initial conditions.

We start by first looking at the homogeneous equation. Consider the following solution of this equation:

$$y(x) = e^{rx}$$

If we substitute this solution into the homogeneous equation we get

$$r^2 + ar + b = 0$$

In general there are two possible values of $r$: 
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\[ r_z = -\frac{a}{2} \pm \frac{1}{2} \sqrt{a^2 - 4b} \]

If \( a^2 \neq 4b \) then we can write the general solution to the homogeneous differential equation as

\[ y(x) = c_1 e^{\left(\frac{a}{2} \sqrt{a^2 - 4b}\right)x} + c_2 e^{\left(-\frac{a}{2} \sqrt{a^2 - 4b}\right)x} \]

This is the most general solution to the homogeneous differential equation since its two terms are linearly independent.

If \( a^2 = 4b \) then there is only one solution for \( r \) and there must be another solution of the differential equation. Consider the function \( xe^{rx} \), where \( r = -a/2 \). This is a solution of the homogeneous differential equation, which we can verify by substituting it into the equation:

\[
\frac{d^2}{dx^2}(xe^{rx}) + a \frac{d}{dx}(xe^{rx}) + b(xe^{rx}) = (2r+a)e^{rx} + (r^2 + ar + b)xe^{rx} = 0
\]

Since the functions \( xe^{rx} \) and \( e^{rx} \) are linearly independent, the most general solution can be written as

\[ y(x) = c_1 e^{\left(\frac{a}{2}\right)x} + c_2 xe^{\left(-\frac{a}{2}\right)x} \]

If \( a^2 < 4b \), the solutions for \( r \) are complex numbers:

\[ r_z = \alpha \pm i\beta \]

and the general solution can be rewritten as

\[ y(x) = e^{\alpha x} \left( c_1 \cos \beta x + c_2 \sin \beta x \right) \]

Now we continue and consider the inhomogeneous equation

\[ \ddot{y} + a\dot{y} + by = f(x) \]

Consider that \( u \) is the general solution of the corresponding homogeneous solution (\( u \) is called the complementatory function) and \( v \) is a solution of the inhomogeneous equation (\( v \) is called the a particular solution). This requires that

\[ \ddot{u} + a\dot{u} + bu = 0 \]

and
\[ \ddot{v} + a \dot{v} + bv = f(x) \]

The function \( u + v \) is now also a solution of the inhomogeneous solution, and since it contains two constants (since \( u \) is the general solution of the homogeneous solution), it must be the general solution of the inhomogeneous equation.

**Damped Oscillations**

A damped oscillator has a restoring force that satisfies Hooke’s law and a damping force that may be a function of velocity. The differential equation that describes the damped motion is

\[ m\ddot{x} + b\dot{x} + kx = 0 \]

or

\[ \ddot{x} + \frac{b}{m} \dot{x} + \frac{k}{m} x = \ddot{x} + 2\beta \dot{x} + \omega_0^2 x = 0 \]

where \( \beta \) is the damping parameter. The general solution of the differential equation, which can be solved analytically, is

\[ x(t) = e^{-\beta t} \left\{ A_1 e^{\sqrt{\beta^2 - \omega_0^2} t} + A_2 e^{-\sqrt{\beta^2 - \omega_0^2} t} \right\} \]

The corresponding velocity is equal to

\[ v(t) = \left\{ \sqrt{\beta^2 - \omega_0^2} - \beta \right\} A_1 e^{-\beta t} e^{\sqrt{\beta^2 - \omega_0^2} t} - \left\{ \sqrt{\beta^2 - \omega_0^2} + \beta \right\} A_2 e^{-\beta t} e^{-\sqrt{\beta^2 - \omega_0^2} t} \]

There are three distinct modes of oscillations described by this general solution. We illustrate these modes by focusing on three distinct cases of damping. In each case, we assume that at time \( t = 0 \), the displacement is \( x_0 \) and the velocity it \( v_0 \). The phase diagrams for these examples can be explored using the Excel document *DampedMotion.xls*.

- **Critical Damping:** \( \omega_0^2 = \beta^2 \).
  
  In this case the position and velocity are given by

  \[ x(t) = A_1 e^{-\beta t} + A_2 t e^{-\beta t} \]

  and
v(t) = -\beta A_1 e^{-\beta t} + A_2 \left( e^{-\beta t} - \beta t e^{-\beta t} \right)

In order to satisfy the boundary conditions we must require that

\[ x(0) = A_1 = x_0 \]
\[ v(0) = -\beta A_1 + A_2 = -\beta x_0 + A_2 = v_0 \]

or

\[ A_1 = x_0 \]
\[ A_2 = v_0 + \beta x_0 \]

An example of a phase diagram for critical damping is shown in Figure 4 (left).

Figure 4. Phase diagram of critically damped harmonic motion with \( \omega_0 = 1 \) rad/s and \( \beta = 1 \) Ns/m (left) and over damped harmonic motion with \( \omega_0 = 1 \) rad/s, and \( \beta = 2 \) Ns/m (right).

- **Over damping:** \( \omega_0^2 < \beta^2 \).

In this case, the position and velocity are given by

\[ x(t) = e^{-\beta t} \left\{ A_1 e^{i(\beta - \omega_0^2)^{1/2} t} + A_2 e^{-i(\beta - \omega_0^2)^{1/2} t} \right\} \]

and
\[ v(t) = e^{-\beta t} \left\{ A_1 \left[ \sqrt{\beta^2 - \omega_0^2} - \beta \right] e^{i(\beta^2 - \omega_0^2)t} - A_2 \left[ \sqrt{\beta^2 - \omega_0^2} + \beta \right] e^{i(-\beta^2 + \omega_0^2)t} \right\} \]

To match the boundary conditions we must require that

\[ x(0) = A_1 + A_2 = x_0 \]

\[ v(0) = A_1 \left[ \sqrt{\beta^2 - \omega_0^2} - \beta \right] - A_2 \left[ \sqrt{\beta^2 - \omega_0^2} + \beta \right] = v_0 \]

or

\[ A_1 = \frac{x_0 \left[ \sqrt{\beta^2 - \omega_0^2} + \beta \right] + v_0}{2\sqrt{\beta^2 - \omega_0^2}} \]

\[ A_2 = \frac{x_0 \left[ \sqrt{\beta^2 - \omega_0^2} - \beta \right] - v_0}{2\sqrt{\beta^2 - \omega_0^2}} \]

An example of a phase diagram for over damping is shown in Figure 4 (right).

- **Under damping**: \( \omega_0^2 > \beta^2 \).

In this case, the position and velocity are given by

\[ x(t) = e^{-\beta t} \left\{ A_1 \cos\left(\sqrt{\omega_0^2 - \beta^2} t\right) + A_2 \sin\left(\sqrt{\omega_0^2 - \beta^2} t\right) \right\} \]

and

\[ v(t) = e^{-\beta t} \left\{ (-\beta A_1 + \sqrt{\omega_0^2 - \beta^2} A_2) \cos\left(\sqrt{\omega_0^2 - \beta^2} t\right) - (\beta A_2 + \sqrt{\omega_0^2 - \beta^2}) \sin\left(\sqrt{\omega_0^2 - \beta^2} t\right) \right\} \]

To satisfy the boundary conditions we must require that

\[ x(0) = A_1 = x_0 \]

\[ v(0) = -\beta A_1 + \sqrt{\omega_0^2 - \beta^2} A_2 = v_0 \]

or

\[ A_1 = x_0 \]
\[ A_2 = \frac{\beta A_1 + v_0}{\sqrt{\omega_0^2 - \beta^2}} \]

Examples of phase diagrams for under damping are shown in Figure 5.

![Figure 5. Phase diagram of under damped harmonic motion with \( \omega_0 = 1 \text{ rad/s} \), and \( \beta = 0.5 \text{ Ns/m} \) (left) and \( \omega_0 = 1 \text{ rad/s} \), and \( \beta = 0.1 \text{ Ns/m} \) (right).](image)

A comparison of the displacement as function of time for the three types of damping is shown in Figure 6. For a given set of initial conditions (same displacement and velocity) we see that the critically damped oscillator approaches the equilibrium position at a rate that is higher than either the under damped or the over damped oscillator.

![Figure 6. Displacement as function of time for a one-dimensional damped oscillator.](image)
**Driven Motion**

We will start our discussion of driven motion by considering an external driving force that varies in a harmonic fashion as a function of time. The equation of motion for an oscillator exposed to the driving force is given by

\[
\ddot{x} + 2\beta \dot{x} + \omega_0^2 x = A \cos(\omega t)
\]

The general solution for the complementary solution has already been discussed previously and is given by

\[
x_c(t) = e^{-\beta t} \left\{ A_1 e^{\sqrt{\beta^2 - \omega_0^2} t} + A_2 e^{-\sqrt{\beta^2 - \omega_0^2} t} \right\}
\]

A particular solution is

\[
x_p(t) = \frac{A}{\sqrt{\left(\omega_0^2 - \omega^2\right)^2 + 4\omega^2 \beta^2}} \cos(\omega t - \delta)
\]

where

\[
\delta = \tan^{-1}\left(\frac{2\omega \beta}{\omega_0^2 - \omega^2}\right)
\]

This can be verified by substituting this solution in the original differential equation.

![Figure 7. Examples of sinusoidal driven oscillatory motion with damping.](image)
The complementary solution has an amplitude which decreases exponentially as function of time, while the amplitude of the particular solution is independent of time. As a result, for long times, the motion will be dominated by the particular solution, and this solution represents the steady-state solution. The transient effects may be dominated by the complementary solution. Figure 7 shows examples of complementary functions and particular solutions for a driven oscillator with damping.

The amplitude of the steady-state solution of the driven harmonic oscillator is a function of the angular frequency $\omega$ of the driving force and the “natural” angular frequency of the oscillator. There are three different resonance frequencies for the system:

- **The amplitude resonance frequency.** This is the frequency for which the amplitude has a maximum. This requires that

  \[
  \frac{d}{d\omega} \left( \frac{A}{\sqrt{(\omega_0^2 - \omega^2)^2 + 4\omega^2 \beta^2}} \right) = -\frac{2\omega(\omega_0^2 - \omega^2) + 4\omega \beta^2}{\left( (\omega_0^2 - \omega^2)^2 + 4\omega^2 \beta^2 \right)^{3/2}} A = 0
  \]

  or

  \[
  \omega \left( -\omega_0^2 + \omega^2 + 2\beta^2 \right) = 0
  \]

  The amplitude has a maximum when the driving frequency is equal to

  \[
  \omega_k = \sqrt{\omega_0^2 - 2\beta^2}
  \]

- **The kinetic energy resonance frequency.** The kinetic energy of the oscillator, in its steady-state condition, is equal to

  \[
  T = \frac{1}{2} m \dot{x}^2 = \frac{1}{2} m \left( \frac{-A\omega}{\sqrt{(\omega_0^2 - \omega^2)^2 + 4\omega^2 \beta^2}} \right)^2 = \frac{1}{2} m \frac{A^2 \omega^2}{(\omega_0^2 - \omega^2)^2 + 4\omega^2 \beta^2} \sin^2 (\omega t - \delta)
  \]

  The average kinetic energy, averaged over one period, is equal to

  \[
  \langle T \rangle = \frac{1}{2} m \frac{A^2 \omega^2}{(\omega_0^2 - \omega^2)^2 + 4\omega^2 \beta^2} \langle \sin^2 (\omega t - \delta) \rangle = \frac{1}{4} m \frac{A^2 \omega^2}{(\omega_0^2 - \omega^2)^2 + 4\omega^2 \beta^2}
  \]

  The average kinetic energy has a maximum when
This happens when the driving frequency \( \omega \) equal to natural frequency \( \omega_0 \).

- **The potential energy resonance frequency.** Since the potential energy is proportional the displacement squared, the potential energy will have a maximum when the displacement has a maximum. This resonance frequency will thus be the same as the amplitude resonance frequency.

Although in general the driving force will not be a simple harmonic function, the discussion in this Section is useful since any arbitrary function can be expanded in a series of harmonic functions.

Consider a driving force \( F(t) \) and assume the driving force has a period \( \tau \). Consider that the force \( F \) can be expanded in the following way in terms of simple harmonic functions:

\[
F(t) = \frac{1}{2} a_0 + \sum_{n=1}^{\infty} (a_n \cos n \omega t + b_n \sin n \omega t)
\]

where

\[
\omega = \frac{2\pi}{\tau}
\]

Consider the following integrals:

\[
\int_{0}^{\tau} F(t) \cos(n \omega t) dt = \int_{0}^{\tau} F(t) \cos(n \omega t) dt' = \int_{0}^{\tau} a_n \cos^2(n \omega t') dt' = \frac{a_n}{n \omega} \int_{0}^{\frac{n\omega \tau}{2}} \cos^2(x) dx = a_n \frac{\tau}{2}
\]

\[
\int_{0}^{\tau} F(t) \sin(n \omega t) dt = \int_{0}^{\tau} F(t) \sin(n \omega t) dt' = \int_{0}^{\tau} b_n \sin^2(n \omega t') dt' = \frac{b_n}{n \omega} \int_{0}^{\frac{n\omega \tau}{2}} \sin^2(x) dx = b_n \frac{\tau}{2}
\]

They can be used to express determine the coefficients \( a_n \) and \( b_n \):
When we apply the force $F(t)$ to the oscillator, we need to solve the following differential equation to determine the motion of the oscillator:

$$a_n = \frac{2}{\tau} \int_{0}^{\tau} F(t') \cos(n\omega t') \, dt'$$

$$b_n = \frac{2}{\tau} \int_{0}^{\tau} F(t') \sin(n\omega t') \, dt'$$

In order to solve this equation, we rely on the principle of superposition. Consider the function $x_1$ and $x_2$ which satisfy the following differential equations:

$$\ddot{x}_1 + 2\beta \dot{x}_1 + \omega_0^2 x_1 = F_1$$

$$\ddot{x}_2 + 2\beta \dot{x}_2 + \omega_0^2 x_2 = F_2$$

Adding these two equations we obtain the following relation:

$$(\ddot{x}_1 + \ddot{x}_2) + 2\beta (\dot{x}_1 + \dot{x}_2) + \omega_0^2 (x_1 + x_2) = F_1 + F_2$$

We thus see that $(x_1 + x_2)$ is a solution of the differential equation with a driving force of $(F_1 + F_2)$. We can thus solve the differential equation for the driving force $F(t)$ if we solve each of the following differential equations:

$$\ddot{x} + 2\beta \dot{x} + \omega_0^2 x = \cos n\omega t = \cos \omega_n t$$

$$\ddot{x} + 2\beta \dot{x} + \omega_0^2 x = \sin n\omega t = \sin \omega_n t$$

$$\ddot{x} + 2\beta \dot{x} + \omega_0^2 x = \frac{1}{2}$$

The solution to the first equation is

$$x(t) = \frac{A}{\sqrt{\left(\omega_0^2 - \omega_n^2\right)^2 + 4\omega_n^2 \beta^2}} \cos (\omega_n t - \delta_n)$$

where
\[ \delta_n = \tan^{-1} \left( \frac{2\omega_n \beta}{\omega_0^2 - \omega_n^2} \right) \]

The solution of the second equation is

\[ x(t) = \frac{B}{\sqrt{\left(\omega_0^2 - \omega_n^2\right)^2 + 4\omega_n^2 \beta^2}} \sin(\omega_n t - \delta_n) \]

where

\[ \delta_n = \tan^{-1} \left( \frac{2\omega_n \beta}{\omega_0^2 - \omega_n^2} \right) \]

The solution to the third equation is

\[ x = \frac{1}{2\omega_0^2} \]

The solution of the following differential equation

\[ \ddot{x} + 2\beta \dot{x} + \omega_0^2 x = \frac{1}{2} a_0 + \sum_{n=1}^{\infty} \left( a_n \cos n \omega t + b_n \sin n \omega t \right) \]

is thus equal to

\[ x(t) = \frac{a_0}{2\omega_0^2} + \sum_{n=1}^{\infty} \frac{1}{\sqrt{\left(\omega_0^2 - \omega_n^2\right)^2 + 4\omega_n^2 \beta^2}} \left( a_n \cos(\omega_n t - \delta_n) + b_n \sin(\omega_n t - \delta_n) \right) \]

where

\[ \delta_n = \tan^{-1} \left( \frac{2\omega_n \beta}{\omega_0^2 - \omega_n^2} \right) \]

and

\[ \omega_n = n \omega \]